Using Predictive Classifiers to Prevent Infant Mortality in the Brazilian Northeast
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Abstract—Despite the fact that infant mortality rates have been decreased in recent years, this issue still being considered alarming to Brazilian health system indicators. In this context, the GISSA framework, an intelligent governance framework for Brazilian health system, emerges as a smart system for the Federal Government program, called Stork Network. Its main objective is to improve the healthcare for pregnant women as well as their newborns. This application aims to generate alerts focusing on the health status verification of newborns and pregnant woman to support decision-makers in preventive actions that may mitigate severe problems. Therefore, this paper presents the LAIS, an Intelligent health analysis system that uses data mining (DM) to generate newborns death risk alerts through probability-based methods. Results show that the Naïve Bayes classifier presents better performance than the other DM approaches to the used pregnancy data set analysis of this work. This approach performed an accuracy of 0.982 and a Receiver Operating Characteristic (ROC) Area of 0.921. Both indicators suggest the proposed model may contribute to the reduction of maternal and fetal deaths.

Index Terms—Decision support systems; Data mining; Bayes methods; Infant mortality; Medical conditions; Pregnancy

I. INTRODUCTION

Infant mortality is a problem that affects all countries, with a higher incidence in those socially underdeveloped. According to the United Nations (UN), the death rate in Brazil fell 77% in 22 years [1]. Despite of this reduction, that rate is still considered very high. With the recent advances in information technology, much has been done to assist health systems managers in decision-making processes [2], [3], which are the use of intelligent solutions. For example, the use of DM techniques can make the system able of issuing warnings about a newborn risk of death. This is what was made in this work.

GISSA represents a framework developed from LARIISA [4], which is a governance decision-making support system for healthcare environments. In fact, GISSA is an instance of LARIISA, made for a Health Ministry program, named Stork Network, whose objective is to preserve the pregnant women’s and fetus’ health, especially in the first year of the newborns live. A GISSA prototype was implemented in the city of Tauá, in the state of Ceará (Brazilian Northeast). Currently, it has the following functionalities: generation of risk alerts for live births with low weight alerts about delayed vaccination, prenatal cares, vaccination campaigns, among others. This paper presents LAIS, an analyzer that uses DM techniques to issue alerts to the government health systems. This DSS uses the SIM (data about infant mortality) and SINASC (live birth data) database systems, which belongs to DATASUS company (public data processing company), and provides a predictive model capable of detecting future cases of infant mortality, enabling decision makers to do something to mitigate the problem.

This paper is organized as follows. Section II presents the LARIISA platform, describing the importance of GISSA and the process of knowledge discovery in databases (KDD). Section III shows some related work in this regards. Section IV describes the performed studies, the used DM and machine learning (ML) algorithms. Section V shows the developed analyzer for health alerts. Finally, in Section VI, it is discussed the importance of this work that brings real intelligence to the GISSA project and suggestion for further works.

II. RELATED WORK

A. LARIISA

LARIISA is a platform that aims to provide intelligence to DSSs in health governance. Its data sources are the health-related and geographically dispersed databases [5]. An application scenario of LARIISA performs the following steps. The health data is captured by sensors, and actions are taken from the inference about these data, which can result in the sending of an ambulance or a health agent, purchase of medication, relocation of health agents, among others.

B. GISSA

The GISSA framework, an intelligent health systems governance, is a solution created from LARIISA to build a DSS for the Brazilian Health Ministry in the context of the "Stork Network" project. Figure 1 shows the architecture
GISSA was used as a proof of concept (PoC) in the municipality of Tauá, CE, Brazil. The framework GISSA consists of a set of components that allow to collect, integrate and visualize relevant information to the decision-making process [6]. Currently, GISSA has alert systems to low weight newborns, delayed vaccination, prenatal care, and vaccine campaign, among others. Figure 2 shows the GISSA user interface.

C. Other related works

In Markos et al., classification algorithms were used to find patterns in the nutritional status of children under five years of age, considering that malnutrition is one of the main causes of infant mortality in underdeveloped countries [7]. The data used in this study were related to the 2011 Demographic Health Census of Ethiopia, which is conducted every five years. The aim of the study was to verify what attributes values affect the nutritional status of the children.

The ML algorithms used in that work were the ID3 [8] for decision tree construction, the Naïve Bayes [9] and the rule induction classifier PART [10]. The dataset used had 11 thousand instances and the features used were basically: weight, age, and height for children, and age, schooling, wealth index, address, the number of children, body mass index, occupation, for mothers. Besides, the size of the child at birth, vaccines were taken, child anemia level, gender, and nutritional status. After several experiments, the PART algorithm presented the best performance with a precision of 92.6% and area under the Receiver Operating Characteristic (ROC) curve 0.978.

A study about infant mortality with children under one-year old was performed in [11] using DM techniques over the integrated SIM and SINASC databases of the municipality of Rio de Janeiro, RJ, Brazil, between the years 2008 and 2012. A lot of work has been done to integrate these databases. It was possible to recover the data of 3336 individuals who were born and suffered infant death. This research used 13 features from the dataset instances such as: gender of the newborn, 1-minute Apgar score, this indicator refers to 5 parameters that are evaluated during the first minute of the child’s life, to know, heart rate, breathing, muscle tone, irritability, and the color of the skin. Other instances are 5-minutes Apgar score, weight,
color, age of the child, the cause of the death, mother’s age, number of mother’s dead children, number of mother’s living children, number of weeks of gestation, type of pregnancy, and type of birth. Good results were obtained in this research by the application of the non-supervised algorithm \textit{a priori} whose objective was to investigate the birth characteristics that are associated with death in children under one year old in three different study scenarios [12]. As an important achievement, some rules were found that could help health professionals in their everyday activities.

A study on births in Bega Obstetrics and Gynecology Clinique, in Timisoara, Romania, was presented by Robu and Holban in 2010 [13]. It analyzed 2325 births based on 15 features such as mother’s age, the number of gestations, number of weeks of pregnancy, child’s gender, child’s weight, and type of delivery. They looked for a new way to estimate the child’s Apgar score at birth. To do so, they used 10 classification algorithms such as Na"{i}ve Bayes, ID3, KNN [14], Random Forest [15], SMO [16], AdaBoost [17], LogitBoost [18], JRipp [19], REPTree, and SimpleCart [20]. After several experiments, the LogitBoost algorithm was selected as the best algorithm among those mentioned above, and a Java application was created based on that.

III. INTELLIGENCE IN GISSA FRAMEWORK

As we can see in figure 3 GISSA framework uses several smart computing tools is a service oriented approach. They vary from the mechanisms of ontologies, which are used primarily for the integration of databases, to the natural language processing engine, and the meta-learner. The meta-learner consists in the implementation of a strategy of selection of learning models that best fit the selected datasets. Next subsection discusses this element of the architecture.

A. GISSA Meta Learner

This system follows the work previously performed by [21] whose purpose is to select the best ML model to the context. In figure 4 we can see the Gissa meta learner architecture. The steps of the meta learner work are described below.

1) Performance evaluation of Selected models;
2) Data preparation;
3) Iterative construction of models;
4) Selection of The best approach;
5) Setup the correct model for production.

Next subsection discuss these steps.

1) Performance evaluation of Selected models: Selection of algorithms to evaluate and their hyperparameters. Sometimes, this work uses over a hundred of ML algorithms in search of the best. This research initially separated the models into groups, trying to use at least one algorithm of each except for support vector machines (SVM) that were not considered originally. The groups would therefore be:

- Decision Tree Algorithms: ID3, C4.5, Random Forest (RF), among others.
- Algorithms Based on Bayes’ Theory: Bayes Net (BN) e Na"{i}ve Bayes (NB).
- Neural Networks: V oted Perceptron [22] and Multi Layer Perceptron (MLP).
- Kernal Methods: SVM.
- Elementary Classifiers: NN, KNN, CMD, etc.
- Rule Based: PART.

The use of homogeneous and heterogeneous ensembles is underway at the moment.

2) Data preparation: This work used data from the SIM and SINASC databases available on the DATASUS portal. For example, the practitioner can see in the Table I and II, respectively, the number of infant deaths in the state of Ceará for the years 2013 and 2014 and the number of live births in Ceará state into the year 2013. Table III shows the classes used in this study to predict the risk of fetal death.

It is important to mention that the system keeps track of whether or not it is a case of infant mortality. It is also part of this step to carry out an analysis of data completeness, an indication of data quality [23], as showed in Table IV.

As shown in Table IV, in the year of 2013 were registered 124,876 births in the state of Ceará. Sixteen attribute features were selected in this study to construct the inference models.
Regarding the completeness of the data, the result is a median 99.58%, and eight attributes (50%) present excellent values. It can be seen that only "dead-born" (81.72%) and "live birth" (87.92%) attributes were below that (90%). Regarding the percentage of ignored data, we have "number of consultations" (1.77%) while all remaining attributes kept this percentage below 1%, so the data was considered as good quality. It is also important to mention that some downsampling had to be made to maintain the equilibrium among the database instances.

3) Iterative construction of the models: After selecting the models and preparing the data to be used, we carry out the training of the models. This process is done in sequence and individual results are recorded for comparison. Let us look at some of them.

As can be seen in the Table V and in figure 5, the NB and BN algorithms obtained better results during a specific experiment. Both presented the best recall value and area under ROC curve. A higher recall value will indicate a larger number of correctly classified samples as deaths over total death. With respect to the area under the ROC curve, when comparing classifiers using this metric, it is considered as the best the one that shows its closest to 1. This work performed the cross validation method to validate the proposed models.

4) Selection of the best approach: This architecture always points the best approach to a certain dataset. In a good number of cases, the MLP is usually the best, but the NB presented best results. One of the aspects that contributed to the selection of the NB algorithm was the ability of Bayesian algorithms to deal with incomplete and imprecise information [24]. Such performance may have been because it is probabilistic classifier based on the Bayes’ theorem and assumes that the attributes will influence the class independently. The table VI shows the confusion matrix of the NB algorithm for a more detailed analysis of the results. It is noticeable that NB classified correctly 122,689 cases (98.2487%) that correspond to the correct diagonal of Table VI. Therefore, 2,187 (1.7513%) were incorrectly classified. Among the 2,187 that were misclassified, 1,723 (1.38%) are false positives and 464 (0.36%) are false negatives. From the 122,689 that were correctly classified, 718 (0.57 %) are true positives and 121,971 (97.67%) are true negatives. As 718 cases are true positives, this indicates those who suffered infant death and those 1,723 false positives did not suffer infant death but were classified as patients who died.

5) Setup the correct model for production: The analysis of the results guides the selection of the most efficient classification algorithm for the dataset in question. After a thorough process of analysis and comparison of algorithms,
using different approaches and strategies, it was concluded that the NB classifier is the one that best adapts to the data set analyzed. Therefore, it is time to code the solution for production use. More tests need to be done to deal with problems such as overfitting. After a final phase of tests and parameter adjustments, this research implements the application named LAIS. This system performs an inference mechanism with all the adjusted parameters. Uses some open source libraries like those made available by the software WEKA [25]. LAIS is a GISSA software service consisting of an interface, where information about mother and child is inserted; an intelligent model, which uses the NB classifier to calculate the probability of the occurring of an infant death. After entering all the information and clicking the Start button, the application captures the input data, applies a mathematical model, performs the classification, and shows the result in percentages on a screen.

IV. CONCLUSION AND FUTURE WORK

This paper presents the GISSA framework that contains a series of software services with the purpose of assisting the process of decision making in health systems of government agencies. As a first case study, data science technologies were applied to build a predictive model for infant mortality for a northeastern region of Brazil that is exactly the region that is most sensitive to the problem. As a result of this study, an additional service to GISSA called LAIS was developed. LAIS is a software service capable of giving the probability of a child born in the NE region of Brazil to survive the first year of life. Together with other clinical data such as Apgar, the GISSA architecture, with its alerting system, can send these inferences to managers to take measures for each risky newborn in the region.

Further work suggests to apply the methodology used in the present work to an integrated view of SINASC and E-SUS data sources created by [26]. By this way, it will be possible to enrich the LAIS, identifying relationships among several factors of infant deaths and premature births with more information about mothers, such as alcohol, tobacco and/or drug use during pregnancy, among others.
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